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First-passage and first-return times

Def. (First-passage times)

The first-passage time T is the RV that represents the first time to
go from state i to state j, and is expressed as:

T :min{k >0:X, = j|X, :i}, for some k=1,2,...

k : is the number of transitions in a path from states i to j.

T :Is the minimum number of transitions in a path from i to j.

Mean Return Times

Another interesting random variable is the first return time. In
particular, assuming the MC is in i, we consider the expected time
(number of steps) needed until the chain returns to state i.

Def. (Time for first return or recurrence time)

We define the recurrence time (time for first visit or return time or
waiting time) T, =T, as the first time that the MC returns to state i:

T, =min{k >0:X, =i|X, =i},

The probability that the first recurrence to state i occurs at the
n"-step is

f" =Pr{T, =n}=Pr{X, =i, X, #i,... X, #i| X, =i}
=Pr{T, =n| X, =i}.

T.: is the time for first visit to state i given X, =i.
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The probability £ = " are known as first return probabilities to
the state i occurs at the n"-step.

Define £ = £° =0. The probability ™ = £ is not the same as

p" which is the probability that a return occurs at the n”-step, and
Includes possible returns at steps 1,2,...,n—1 also

Relationship between the probabilities p{™ and f"

There exist relationships between the n"-step transition
probabilities of a MC p!" and the first return probabilities ™.

The transition from state i to i at the n"-step, p!™, may have its

first return to state i at any of the steps j=1,2,...,n. It is easy to see
that

pi(il) (: o ) _ f(l)
p”2 _ f(2) f(l) p“ ’
(3) _ f(3) n f(l) p“ ) 4 f(2) p" ’
this formula imply that the probability of a return at the third step
p'¥ is the probability of a first return at the third step ., or the
probability of a first return at the first step and a return two steps
later @ p!?, or the probability of a first return at the second step

and a return one step later . p®.

In general,
pl(ln) f(0) p”n)_|_ f__(l) pi(in Dy f(n) p“

_Zf(”pII :f“(”)+Zf”)pII ), n>2,

since £ =0 and p\* =
The above formulas become iterative formulas for the sequence of
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first returns £ = £ which can be expressed as
= py (= pa).

(n)_pu Zf(r)p"nr1 nZZ:

which implies that the probability that based on the condition that
the MC started at i" state at time t =0, and would again be at i”
state at time t =n, provided it did not ever come to the i" state at
any of the times t=1,2,...,n-1.

This is the first return probability for time t =n (probability of
first recurrence to i at the n”-step, I.e., the probabilities that state |
IS revisited after the first, second, third, etc., transition times).

It is clear that we have a set of recurrence relations giving the

recurrence time distribution { £ = "} in terms of the p{".
Def. (Probability of ever returning to state)

We define the probability that the MC returns at least once (ever
returning) to i (probability of recurrenceto i) as f = f , where

f = f, =Pr{T, <ool =Pr{T, <oo| X, =i} = 3 £,

i ii
n=1

and probability of never returning to i is 1— f, =Pr(T, =o0).

Transience and recurrence
Def. (Transient state)
If f,=Pr{T, <x} <1, then the state i is called transient, i.e., a state

I 1s transient if the MC can leave but cannot return. In this case
there is positive probability of never returning to state i.

Prof. M A El-Shehawey



Def. (Recurrent State)
If f,=Pr{T, <o} =1, then the state i is called recurrent (or

persistent), 1.e., iIf once the MC reaches the state, it must return “or
never leaves”, the returns to the state | are sure events.

Lemma (1). The state j is recurrent or transient according as

Zp(“)—oo or <oo.

Proof. By the first entrance theorem “with p{® =1”

(n) _ (k) R(n=k) _ (k) (n—k)
Zp ZZf i Zf Zp

n=1 k=1
=f Z pi" = f. [1+Z p(”)j.

Hence, if z pi” <o, we have f; <1 and therefore state j is

tran5|ent Now

Z p(n) — ZZ f(k) pl(ln k) _ Z f (k) Z pl(ln k) < Z f(k) Z pi(iU)1
=0
N

n=1 k=1
(m)
then f, = Z fl > Z fl)>21 — 51asN — o, therefore
k=1 Z (u)
P Pii

z pi” =0 implies that f; =1, that is state jis recurrent.

Def. (Probability of first passage at time n)

The probability of the first-passage (first visit or reaching) to state
J given X, =i occurs at the n"-step Is

f0 =Pr{X, =, X0y # B Xy # 1 X =i}, for n=12,...
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Then the probability distribution of the first passage time T, is
fij(“):Pr{Tij } Pr{  =n|X, _|} forn=12,...,

where T =min{k >0: X, = j}is the unconditional first passage
time to state j, I.e., T Is a stochastic variable denoting the first
time that the chain enters state j.

Def. (Probability of first-passage or of ever hits state)

The probability of the first-passage (ever reaching) to state j
starting from the state i is

f, _Zf(”) Pr{T, <oo} =Pr(T, <oo| X, =i)
= Pr(ever visits j starting from i),

whence f =1-f =Pr(T,=o)=Pr(X =] forallm>1|X, =i).
We have for n=1, {T, =1} ={X = j| X, =i}
— £ =Pr(T, =1)=Pr(X,=j| X, =i)=

Forn>1, {T, =n}={X =j,X #j fori<m<n-1| X, |}
For example, if j=3and
X,=4,X =2,X,=2,X,=5X,=3X,=,X,=3--,then T =4,

In the following theorem we introduce, for n>1, the first
passage time is n if the first transition is from state i to some state
k (k= ) and then the first passage time from state k to state j is

n-1.
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Theorem (1). (First step-decomposition or Iterative relations)
The first passage time probability from i to j in n steps, f, can

be determined iteratively by

o P; if n=1
=12 p £ if n>2 (1)

Kk j
Proof. This expression follows, since conditioning on X, and using
the Markov property. Suppose n =1, the definition yields

£ =Pr(T,=1)=Pr(X, = j|X,=i)=p,.

Forn>2, f" =Pr(T =n)=Pr(X, =j,X, #j forl<m<n-1| X, =i)

= ¥ Pr(X,=j,X, #jfor2sms<n-1X =k|X, =i)

keSS k=]

= 2 Pr(X, =j,X, #jfor2<m<n-1| X =k, X =i)Pr(X =k| X, =i)

keSS k= j

= Y Pr(X,=j,X, =jfor2<m<n-1|X =k)Pr(X =k|X, =i)

keSS k#j

Pr(X,=j,X, #jforl<m<n-2|X, =k)Pr(X =k|X,=i).

keSS k#j

Thus, the result follows.
Summing over all n in (1), yields the linear equations:

0

f=>f"=p + k; p,f,,foriess,

=1

for the passage or hitting probabilities from states i to j.

Theorem (2). (First entrance theorem)

For any two states i and j inaMC {X,,n=0,1,2,...}, the relation of
probability pi™ interms of £ is given by
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pi(j”) = Z fij(k) pgjf“"), for n=1,2,....
k=1
Proof. p{” =Pr(X, =j|X,=i)

= n Pr(X =, X =], X, ,#]forl<k<m-1| X, =i
n m k-1 0

m=1
=> Pr(X,=jlIX, =0 X.#]jforl<k<m-1X,=i)
=1
Pr(X,,=j, X, #jforl<k<m-1,X,=i)

= n Pr(X . =j|X_ =])Pr(X_ =], X_,#]forl<k<m-1X,=i
n m m k-1 0

m=1

- Z fij(k) p(--n_k)’ for n=12,...

Def. (Hitting times)
The hitting time to state j at time n starting from i is defined by

h=E[T, ]=E[T X, =i]=Xnf", T <.

Some-times called the mean first passage time or the expected

number of steps needed to go from start i ends up on first reaching

state j in a finite number of steps n).

The return time or mean recurrence time is the expected number of

steps to return to state i starting from state i, for the first time:
h,=h=XnPr(X, =i[X,=i,X,#i,m<n).

Def. (Mean recurrence time)
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The mean recurrence time of state i is the expected return time to
state i: h =E[T,]=E[T, | X, =i]=> kPr{T, =k}=>nf".
k=1 n=0

A simple way to calculate h, & h
For afixed j, {h, ieT} satisfy the set of linear simultaneous
equations (i.e., given {p,}, we can obtain {h, ieT} by solving the
following equations):

hij = P +Zpik (1"' hkj)’

K j
where h =E[T | X, = j|=Xnf”the mean recurrent time of state .
Since p; +> p, =1, then

- h =1+Xp,h,, for i=j
h=h 14 >p,h,.
Even though state j is recurrent, |t IS not necessary that h. is
finite when the state space is infinite, i.e., If f <1, we have h, =oo.

Recurrent states are classified into two types, it is called
- null recurrent if h is infinite: h =E[T;|=o, or
- positive recurrent (non-null), if h is finite: h =E[T; | <.

An absorbing state is a special kind of positive recurrent state.

Example (1). Consider the MC {X ,n=0,1,...} on the state space
SS ={0,1,2,3} with the TPM:
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1/2 1/2 0 0
1/3 2/3 0 0
1/4 1/4 1/4 1/4
0 0 0 1
Classify the states of the MC{X ,n=0,1,...}. Is the state 0 recurrent

or transient? If it is recurrent, compute the mean recurrence time.
What about the state 27
Solution. There are three classes:{0,1},{2} and {3}.
The probability of first return to state 0 will occur at time n,
when the initial state is 0:

f"=Pr(X,=0,X #0forl<m<n-1| X, =0) for n=12,---,

are obtained by

f®=Pr(X, =0|X,=0)=p,=1/2
@ =Pr(X,=0,X,#0|X,=0)=p,p, = (1/2)(1/3)

w22 () nee
2\ 3 3

- 1 a1(2 1Y 101
Therefore, f =3 " = ) =1.
K Z K Z (3 (BJ 2 622( j

Hence, the state 0 Is recurrent.
The mean recurrence time of state 0 is calculated by

hO:E[TO|XO:O]:infO(‘)”) —+%i (Zj }4—1%”(%)

(2/3)-(2/3)| 1 1, 5
§+Z{ }——+—(8)—§.

(1-2/3) 2 4
So, state 0 Is positive recurrent.
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Note that. The mean recurrence time of state 0 can be also
obtained by conditioning on the first state visited.
h, =Zp h, = ph, + p.h, = p.E[T,| X, =0]+ p,E[T, | X, =1]

Ok kO 00" 00 01 10

—ETIX,=0]+E[T X, =1 =+ {1+ E[T,]} =1+ E[T.].

Since T, follows geometric distribution with mean 3 we obtain the
same result.
Similarly for the state 2, The probability of first return to state 2
will occur at time n, when the initial state is 2:

f@=Pr(X =2,X #2forl<m<n-1|X, =2), for n=12,---
are obtained by

fO=Pr(X =2|X,=2)=p,=1/4,

f2=Pr(X,=2,X,#2|X,=2)=p,p, =(1/4)(0)=0,

f” =0, for n>2.

1

Therefore, f =3 f© = 2t 0= %. So, the state 2 is transient.

Example (2).(Gambler's Ruin Problem)
A gambler keeps playing a game until his or her fortune reaches to
0 or L. Itis assumed that at each play of the game the gambler
wins one unit with prob. p and loses one unit with prob. g=1-p.
1-What is the probability that, starting with i units, the gambler's
fortune will reach L before going down to 0.
2-What is the expected number of bets until the gambler's fortune
will reaches 0 or L, starting in i units. Assume that p=1/2
Solution. Let X be the gambler's fortune after n"-play. Then X
takes states of the state space {0,1,...,L} and {X ,n=0,1...} will be

a MC with the following transition probabilities:
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p..=p,p,.=1-p=q,fori=12...L-1;and p,=p, =1.
So, the states are classified into three classes:{0},{1,2,...,L -1} ,{L}.

Here the state 0 and the state L are absorbing and recurrent, but
the states in the class of {1,2,...,L-1} will be transient. In the long-

run(n — «), therefore, X, goes to state 0 or state L.
We are interested in obtaining f , i{0,1...,L}, the probability the
state eventually goes to state L starting in i. obviously,
f =0and f =1

The following holds from theorem (1):

f. =pf,,

f =pf +qf ,for i=2..L-2

f  =adf . +p.
It turnsout that f =pf +qf ,for i=12,...,L-1.
Rewriting this equation yields

| fiLz%(fiL —f,) fori=12,...,L-1.

Therefore, we have

Y(f.-f.)=f.>

| | ( q j“ |
=2 k=2 p

1-(a/p) , .

— 2 f f #1
Hence, f=<1-(q/p) * ae ,

if,, if q/p=1

f 1s obtained from the fact that, f, =1. So, finally we have

Prof. M A El-Shehawey
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if q/p=1

/L. if q/p=1

Remarks
1-For a large L (L — «) the above becomes

‘L {1—(q/p)', ifp>1/2
0 ifp<1/2
2-The probability that, starting in state i, state j (j=1,2,...,L) IS
eventually reached before state 0 is given by
(1-(a/p)
f,=11-(a/p)"
/], if q/p=1
Let X, be the winning on the j" bet and B be the number of bets
until the gambler's fortune reaches 0 or L. Then,

B=min{m:_§mjxj = orL—i}.

if q/p=1

Note that B is a stopping time for the X 's'. So,

E| >, |~E[B]E[X,]=(2p-1)E
L—i wW.p. «

On the other hand, it follows thatzxz{ _ ,
R —1 w.p.l-«a

where «is the probability that the fortune reaches L before 0, that
1-(a/p)
1-(a/p)

o =

Prof. M A El-Shehawey
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Therefore, E[ix} (L-i)a—i(l-a)=La-i. SO,

]

(2p-1)E[B]=La—i,or E[B]=t2—1__1 {L(l_(q/p))—i}

2p-1 2p-1| 1-(a/p)
Example (3).
Consider a MC with state space SS ={1,2,3} and TPM M:
1 00
M= d g
i 3 1
3 5 15

Determine the probability that the first visit to state j=3 will occur
at time n, when the initial state iIs i € SS.
What is the probability that state j=3 is never visited?

Solution. Let fij(”) the first passage time probabilities to state j
starting from state i, then ™ =Pr(X_ =j X, # j,... X, # j|X,=i),

P;s n=1

() _
fy" = z:;mfmﬁ,nZZ'

keSS—

In a matrix form, suppose that the column vector of the n-step
first passage time probabilities to the target state j=3 is desired:

() _ 70D (s _(fM) (0§ §0).
£ = ZfD, with, £ =(f, )Ijess_(fj jess_(fl 7 fY):
f(ﬂ
f() (f( ) — f(n) ’
[ ieSS f(n)

33

and the matrix Z is the matrix M with column j of the target state
replaced by a column of zeroes:
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1py pp, O
=2 P2 P 0.

3 p31 p32 O
When j=3, i.e., to compute f, one may start with n=1.

The column probability vector of going from any state i € SS to state
j =3 for the first time in one step, f* is simply the vector of one-

step TP of the third column (p,) _of the TPM M, that is

f13(1) p13 O
fo=f0=(f") =12 |=|p, |=| 2 . With the matrix Z is
i f(l) p %

1/1 0 O 1/1 0 0\ O 0
Z=2/1 L 0| Thenf®=2Zf9=2/1 L 0| i |=%]
33 £ O 3z 2 O)\) (3

1/1 0 0)O 0
fO=2fP=2/1 L 0|lL|=|4&],
33 2 O\s) (%
1/1 0 O0) O 0
fO=2f®=2/1 1 0| & |=|& | Thus,
34 ¢ o\ &
(1
: 5 11\ 15’ n=1
f1(3)=0, f2(3):§(gj ,n:1,2,..., f3(3n):<15 - .
l[lj ,N=2,3,...
15( 6

Therefore, the first passage probabilities to state 3 starting from
state i=1is f,=> f =0,

n>1
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the first passage probabilities to state 3 starting from state i=2 is

1Y 11 162
fln) _ =
f2 ;23 2(6) T 31-16 35 5

the first passage probabllltles to state 3 starting from state i =3 Is
L 1”2111 1.1.6_23
f33 = Z f33 i =
— 15" 540 6 15 51— ]/6 1555 75°
Therefore, the vector of first passage probabilities to state 3

f, 0
starting from ieSs is f,=(f,) . =| f; [=| 2/5 |, and the vector
f.,) |23/75
of the probability that state 3 is never visited starting from i eSS is
1-f, 1
fi=(1-fs). o =|1- T |=| 3/5
1-f, ) (52/75
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